
Cognitive Processing Style Analyzer:
Using Language to Predict Cognition

Introduction

What is the current procedure?
 Annotations are done by hand, usually between multiple annotators. 

Procedure
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Figure 2. Procedure flow chart. The red boxes represent the experiment used for data 
collection. Yellow boxes are the measures. Light green boxes represent analysis prior to the 
hierarchy split. Dark green boxes represent information stored after the hierarchy split. The 
aqua box represents building the classifier. The pink boxes represent training and testing. The 
dark blue box represents the new model, and the black box is the final inter-rater reliability.  

Results
Goal: 
The goal of this algorithm is to take novel impact statements or narratives and 
assess the implicit cognitive processing style of the writer. 
 Three cognitive processing styles: accommodation, overaccommodation, 

assimilation.
 Schema related

Research Questions:
 RQ1: What symptoms of trauma, depression, and anxiety correlate with the 

different cognitive processing styles?
 RQ2: Are there signals in the language used to describe traumatic events that 

can predict cognitive processing styles?
 RQ3: If there are reliable signals, can we use those to create a machine-learning 

algorithm to predict processing styles from novel trauma narratives?

 Results suggest that there are features of depression, anxiety, 
and post traumatic stress that show up in the language used to 
describe adverse events. 

 The language used to describe these events can be used as a 
window into the writer's cognition. 

 Cognitive processing styles are the lens through which we view 
the world, so understanding a patient's processing style is 
critical for therapist practicing cognitive processing therapy. 

 This analyzer would reduce subjectivity in annotations by only 
relying on the frequencies of words in the important features 
dictionaries. 

 It would standardize the annotation process and produce 
comparable results across research studies.  

 It would also save time and money in research by reducing the 
need for additional raters who would need to be trained.  

RQ1: Correlation Results

 Symptoms of depression, anxiety, and posttraumatic stress show up in 
written language when someone is writing about a traumatic event. 

 The more balanced a person’s thinking is, the less negative their views 
about the world. 

 Overaccommodated thinking is associated with higher scores for 
depression, negative self-score, negative affect score, and higher state and 
trait anxiety. 

RQ2: Important Language Features

 The correlation matrix of processing styles shows the justification for 
separating the processing styles into a three-tier hierarchy. 

 Models with these features were tested using Orange, a data mining 
software (figure 4). 

 There are important features of language that can predict processing 
styles. 

 We can use these features to build a classifier that could take novel 
statements and generate processing style scores from them. 
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Figure 1. Annotations by three different raters of the same narrative. All raters annotated this 
statement differently. 

Table 2. Pearson’s pairwise correlation table. Red are negative correlations, and 
green are positive.

RQ3: Machine Learning Model

Table 3. Pearson’s pairwise correlation table of 
processing styles. 

Figure 3. Hierarchical breakdown of processing styles by feature importance. 
Features that are significantly larger are placed in the processing-style boxes. 
Each level is tested by three classifiers: Naïve Bayes, Logistic Regression, and 
Random Forrest. 

Figure 5. Flow chart of the cognitive processing style analyzer pseudocode and 
model. Items in the black box are what the user sees. Purple boxes represent the 
main backend procedures. Green boxes represent data storage. The red box 
represents the functions used for the linguistic features. The light orange box is 
level 1. The gold box is level 2. The dark orange box is level 3. The white box is the 
machine learning predictions based on the feature data. The light blue box 
represents the final calculations. Figure 4. Orange data mining flow of classifiers.

Table 1. Inter-rater reliability between three raters on all annotations. 
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